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The calculation of the non-interacting KE is an incredible challenge. One could use the gradient
expansion (GE) to calculate the non-interacting kinetic energy (KE) by the knowledge of the density
alone. The system of interest was the cosine potential, which has a periodic potential that can
approximately model solids. The density of cosine potential was are obtained by summing single-
particle eigenfunctions that satisfying boundary conditions. The density depends on the potential
V0, the length of the unit cell d, the number of electrons per unit η, and the number of unit cells
Nc, which was manipulated to explore the behavior of the GE. An extrapolation technique was
introduced to calculate the KE within the thermodynamic limit where Nc → ∞. An error analysis
for the performance of the GE was implement by plotting the logarithm of percent errors against
the order of the GE. The addition of the GE terms systematically improve KE calculations, and the
sixth order GE performs the best for small V0 and large η and d since the density becomes more
slowly-varing. The sixth order term performs the best for large η and d and small V0. However, the
GE orders, particularly, the sixth order, breaks down completely for large V0.
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I. INTRODUCTION

Electronic structure calculations in chemistry and
physics may solving the interacting Schrödinger equation
for the energy of the system which includes the kinetic
energy (KE). However, calculations of the interacting KE
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are too slow and difficult to carry out, making them im-
practical to perform. Instead, the non-interacting KE is
considered because it can be calculated with reasonable
accuracy.

Density-functional theory has become a popular ”work
horse” for solving the electronic structure of atoms,
molecules, and solids. The calculation of the non-
interacting system, unlike the interacting system, in-
volves the introduction of the Kohn-Sham (KS) scheme
that calculates the components of the energy including
non-interacting KE is obtained by using KS equations
[1]. For the KS scheme to work, the energy must de-
pend on the electronic density and from the HK theo-
rem, the components of the energy are expressed as a
functional of the density [2]. A functional, as defined in
many DFT textbooks, assigns a number to a function [3].
In other words, one can calculate the energy by simply
knowing the density. The non-interacting KE is of im-
portant interest because this makes up the large portion
of the energy that seemingly cannot be calculated from
the electronic density alone (while the potential energy
can be based solely on the density.)

Although the KS scheme has made many tremendous
contributions for finding electronic structure properties
or molecules, atoms, and solids, the KS scheme becomes
too slow and computationally costly for large systems.
Even though the KS scheme was developed in the 1960’s,
there were attempts to write explicit formulas for the
non-interacting KE functional without going through the
KS scheme with reasonable efficiency and minimal com-
putational cost since the birth of DFT in the late 1920’s.
One of the first attempts to carry out KE calculations
was done by Thomas and Fermi: they expressed the
KE functional that is exact for the uniform electron gas
of constant density and approximated for the slowly-
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varying density, which later became famously known as
the Thomas-Fermi model [4, 5]. However, the KE from
the TF model suffers for rapidly-varying density, as the
latter fails to capture the changes of the density.

Because of the difficulties of the TF KE for rapidly-
varying densities, the gradient expansion (GE) has be-
come a weapon of choice to correct the TF KE [6]. The
GE is an asymptotic expansion that takes account of
changes in the density by including derivative terms of
the density. The GE, by construction, only includes even
derivative orders for the density, the odd derivative or-
ders canceling through translation invariance [6]. Var-
ious tests with the GE from previous works show that
the GE corrects the non-interacting KE for second and
fourth orders and diverges beyond the fourth order due
to asymptotic behavior at higher orders. As the result,
the GE fails to correct the KE at higher orders [6]. De-
spite of the shortcomings of the GE due to the divergence
at higher orders, there is still interest in understanding
the behavior of the GE for simple 1-dimensional (1d) sys-
tems which will serve as motivation to generate new KE
functionals.

The GE from L. Samaj and J. K. Percus [7] was se-
lected for this study because it is believed that this GE
can be used to calculate the KE for large 1d systems
slowly-varying densities. This GE is formed by using a
series of recursion formulas to generate the KE functional
by including correction terms for the TF KE. Presently,
the GE is expanded to the 6th order by using a computer
algebra system like Mathematica. In addition, the GE is
expected to perform better for slowly-varying density.

Extended periodic systems are widely studied because
these systems describe and approximate the behavior of
solids [8, 9]. One can figure out properties of solids such
as band structures, band energies, and and band gaps
[9, 10]. Solids of interest are comprised of many repeat-
ing unit cells [6]. One can model the solid by introducing
a periodic potential that describes the repeating cell [9].
By doing so, one can obtain eigenfunctions that have the
same periodicity as a periodic potential and satisfy pe-
riodic boundary conditions, which is useful to generate
electronic densities that describe the location of electrons
in a periodic lattice. One of the common periodic systems
that is investigated to study solids is the Kronig Penney,
which obtains band energies by solving the Schrödinger
equation to get eigenfunctions that satisfies boundary
conditions [8]. The cosine model is investigated in this
study because this resembles solid that contains a cosine
potential and one can determine eigenfunctions that sat-
isfy boundary conditions [11]. By knowing the density,
one can determine the density that retains boundary con-
ditions from the eigenfunctions. In addition, there are a
very few number of studies that used the GE to study
extended systems like the cosine potential. The motiva-
tion for this project is to assess the performance of the
GE for slowly-varying densities from the cosine potential
to calculate the KE.

The investigation of the GE divided into multiple

steps: Sec. II describes how to obtain terms of the GE.
Sec. III shows how to get densities of the cosine poten-
tial from eigenfunctions with the requirement of satisfy-
ing periodic boundary conditions. Sec. IV includes the
formulation of calculating of the exact KE from eigen-
functions, the TF model, and the GE using an extrapo-
lation approach for an infinitely large system, and an er-
ror analysis of plotting the logarithm of the percent error
against the order of the GE. Analyses of the performance
of the GE is divided into two main areas: Sec. V assess
the behavior of TF model and the GE by changing the
potential V0 for varying the size of the unit cell d and
taking a high V0 to examine where the GE fails. Sec. VI
investigates the behavior of the TF model and the orders
of the GE for changing the length of the unit cell d to
identify the regime where GE performs the best. These
analyses aim to explore the effects of increasing the order
of the GE whether the KE becomes more accurate than
the TF model. In addition, these analyses serve as an as-
sessment to determine if the coefficients of the gradient
at the sixth order is correct. Atomic units are carried for
all calculations presented in this paper and the KE will
always be referred to as the non-interacting KE.

II. THE GRADIENT EXPANSION OF THE
KINETIC ENERGY

The calculation of the non-interacting KE Ts is one of
the earliest challenges, and perhaps, one of the central
problems in DFT. First, the formalism for expressing Ts
as a functional of the density involves on integrating over
all space [7]

Ts[n] =

∫
dx ts(x) (1)

where ts(x) is the non-interacting KE density dependent
on the electronic density n(x). Historically, there were
attempts to express the KE densitiy directly to calculate
the KE without going through the use of KS equation.
The KE densitiy from the TF model in its alternative
form [7, 12] for non-interacting same-spin fermions is

tTFs =
π2

6
n3(x) (2)

where the factor π2/6 a correction factor for treating with
large 1d systems, and the KE calculated from the TF
model by inserting into (1) becomes [12]

TTFs [n] =
π2

6

∫
dx n3(x). (3)

The TF model does not always get an accurate KE
since this is a local approximation without taking account
changes of the density. The GE serves as an approach
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to correct the TF KE by taking account gradient terms
of the density. However, the GE is only used to treat
slowly-varying densities and there is hope that truncting
a certain number of correction terms can systematically
improve the accuracy of the KE, which is an approach to
treat asymptotic expansions.

Samaj and Percus generated their form of the GE by
using a series of recursion formulas that obtains the KE
density for various orders [7]. The recursion formulation

requires a fair amount of numerical work to expand at
the sixth order. The GE for the KE incorporating (1)
and (3) is formally written as

TGEs [n] = TTFs [n] +

∫
dx

(
t(2)s (x) + t(4)s (x) + ...

)
(4)

and the second, fourth, and sixth orders of the KE den-
sities obtained from the recursion formulas are [7]

t(2)s (x) = − 1

24

n′(x)2

n(x)
− 1

2
n′′(x) (5)

t(4)s (x) =
1

30

n′(x)4

π2n(x)5
− 23

360

n′(x)2n′′(x)

π2n(x)4
+

1

90

n′′(x)2

π2n(x)3
+

7

360

n′(x)n′′′(x)

π2n(x)3
− 1

360

n(4)(x)

π2n(x)2
. (6)

t(6)s (x) = −25

81

n′(x)6

π4n(x)9
+

3419

4320

n′(x)4n′′(x)

π4n(x)8
− 569

1260

n′(x)2n′′(x)2

π4n(x)7
+

179

5670

n′′(x)3

π4n(x)6
− 467

2016

n′(x)3n′′′(x)

π4n(x)7

+
4507

30240

n′(x)n′′(x)n′′′(x)

π4n(x)6
− 107

15120

n′′′(x)2

π4n(x)5
+

1391

30240

n′(x)2n(4)(x)

π4n(x)6
− 67

6048

n′′(x)n(4)(x)

π4n(x)5

− 11

1890

n′(x)n(5)(x)

π4n(x)5
+

11

30240

n(6)(x)

π4n(x)4
(7)

The recursion formula still obtains the TF portion of the
kinetic energy and obtains the second, fourth, and sixth-
order KE density corrections for the KE density and these
KE densities are integrated over all space to obtain cor-
rections to the KE. The orders of the GE are determined
by the combinations of the derivatives of the density, i.e.
the second-order term includes n′′(x) and (n′(x))2, the
fourth-order term includes n′(x)4, n′′(x)2, n′′′(x)n′(x),
and n(4)(x), and so forth. The sixth-order has the most
terms, which relies on having many gradient terms for
the density. In addition, the determination of the sixth
order GE is still a great interest because it is difficult
to tell if this is the correct GE, but there is a chance to
expand the GE to the eight order to verify if the sixth
order is consistent. The second and fourth orders were
confirmed to be consistent [7].

The GE from (4) and the correction terms (5), (6),
and (7) were used for calculating the KE for the cosine
potential. The knowledge of the density is an essential
requirement to obtain Ts.

III. THE DENSITY OF THE COSINE
POTENTIAL

The cosine potential is used to model extended periodic
systems [11]. The cosine potential is expressed as

V (x) = −V0sin2
(πx
d

)
(8)

which has a cosine term when one can rewrite (8) using
trigonometric identities. From (8), V0 is the depth of
the potential and d is the length of the unit cell. The
length of the crystal is L = Ncd where Nc is the number
of unit cells. The presence of the periodic potential like
this cosine potential serves as a pertubation for the free-
electron model, where the potential is constant and for
convenience, is zero [9–11]. Periodic systems are treated
as infinite systems to describe a solid [6]. The number of
unit cells shall become extremely large, perhapsNc →∞.
This is the thermodynamic limit for the periodic system.

The first step of getting the density of the cosine po-
tential is to obtain eigenfunctions using a single-particle
Schrödinger equation inserting (8) as the potential, which
is

− 1

2
ψ′′j (x)− V0sin2

(πx
d

)
ψj(x) = εjψj(x). (9)

From (9), εj is the energy eigenvalue, ψj(x) is the eigen-
function, and j indicates an individual orbital. In order
to solve (9), an expression for εj must be known. Because
of the cosine term, one can rewrite the Schrödinger in the
form of a Mathieu differential equation [11]
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FIG. 1. Cosine potential with d = 1 and Nc = 2, and V0 =
0.5.

y′′(v) + (a− 2qcos(2v))y(v) = 0 (10)

where a is the general characteristic value, q is the param-
eter, and v a variable to a function y(v). By rearranging
(9) in the form of (10), one can determine a, q, and εj ,
which are

a =
d2

π2
(V0 + 2ε), (11)

q =
V0d

2

2π2
, (12)

and

ε =
1

2

(
π2

d2
a− V0

)
. (13)

Inserting (11), (12), and (13) into (9) obtains the gen-
eral solution for the cosine potential. With the help of
Mathematica, solving the Schrödinger equation gets an
eigenfunction composed of Mathieu functions [11].

ψj(x) = ACe
(
a, q,

πx

d

)
+B Se

(
a, q,

πx

d

)
(14)

From (14), Ce is the even Mathieu function and Se is the
odd Mathieu function. A and B are coefficients for the
even and odd solution, respectively.

The periodic boundary conditions are necessary re-
quirements to obtain periodic eigenfunctions. The eigen-
function must be continuous and differentiable at the en-
tire length of the unit cell.

ψj(0) = ψj(L) (15a)

ψ′j(0) = ψ′j(L) (15b)

(15a) requires the eigenfunctions to be continuous and
(15b) holds the condition of differentiability at the ends
of the solid. (14) is broken into separate solutions that
can satisfy conditions (15a) and (15b). To do so, one
can select an eigenfunction depending on j. Writing the
eigenfunction can be tricky since one needs to properly
express the characteristic values for the even and odd
Mathieu functions respectively. The characteristic values
for the even Mathieu function is a j

Nc

(q) and for the odd

Mathieu function is b j+1
Nc

(q). The advantage of expressing

these characteristic values is the proper selection eigen-
functions based on the value of j. Both even and odd
Mathieu functions behave as cosine and sine functions,
respectively. Since normalization of sine and cosine func-
tions are simple to carry, the normalization constants can
be inserted into even and odd Mathieu functions, which
are

ψe,j(x) =

√
2

L
Ce
(
a j

Nc

(q), q,
πx

d

)
(16)

and

ψo,j(x) =

√
2

L
Se
(
b j+1

Nc

(q), q,
πx

d

)
. (17)

Once proper characteristic values for the even and odd
Mathieu are obtained, one can select proper eigenfunc-
tions by choosing integer values of j. The even solution
from (17) is acceptable for j = 0 and even j. On the
other hand, for odd j, (17) is appropriate. By following
the pattern of selecting respectable eigenfunctions that
meet conditions (15a) and (15b), The eigenfunction for
the cosine potential selecting proper j values becomes

ψj(x) =

{
ψe,j(x) j = 0, 2, 4, ...

ψo,j(x) j = 1, 3, 5, ....
(18)

In addition, one can express the eigenvalues for each re-
spective solutions from (16) and (17), which are essential
for determining correct eigenfunctions.

εj =


1
2

(
π2

d2 a j
Nc

(q)− V0
)

j = 0, 2, 4, ...

1
2

(
π2

d2 b j+1
Nc

(q)− V0
)

j = 1, 3, 5, ....
(19)

The eigenfunction from (18) are correct as long as this
satisfies both sides of the Schrödinger equation while in-
serting the eigenvalue expression from (9). The eigen-
functions from (18) are real solutions for the cosine po-
tential. One can plot appropriate eigenfunctions for each
j.

From Fig. 2, the eigenfunction is even and has no
nodes at j = 0. When j = 1, the eigenfunction is odd
and has one node. When j = 2, the eigenfunction has two
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FIG. 2. Eigenfunctions for j = 0 (blue), 1 (red), 2 (green),
and 3 (cyan) obtained from (18) and d = 1 and Nc = 4. Even
eigenfunctions are solid and odd eigenfunctions are dashed
lines.

nodes, and so forth. The values of j indicate the number
of nodes for each eigenfunction and satisfying conditions
(15a) and (15b).

The density of the cosine potential is composed of
many single-particle eigenfunctions, which describes or-
bital that a single electron can occupy. One can express
the density by summing the square moduli for each eigen-
function. In order to write the density, one munst know
the number of electrons for the entire solid, which is Ne.
Because the solid is comprised of many unit cells, one
needs to know the number of electrons per unit η, which
is determined from dividing the number of unit cells from
Ne by the number of unit cells in the solid Nc. There-
fore, the number of electrons is Ne = ηNc. Using this
information, the density now becomes

nη(x) =

ηNc−1∑
j=0

|ψj(x)|2 . (20)

The construction of the density requires that η = d
to set the average density as n̄ = η/d = 1. This allows
to add multiple number of electrons per unit cell in the
solid for any given d. The nature of the density depends
on d, η, and Nc. Nc is necessary to describe the size of
the solid for a given η. By having a certain number of
unit cells Nc, one can determine the converged limit of
the density for large Nc with a given V0.

There are different qualitative features for the follow-
ing densites from Fig. 5 to 7. When η = d = 1, a single
bump is present, two bumps are seen for η = d = 2, and
for η = d = 4, four bumps are observed. The presence of
these bumps indicate the number of electrons in a unit
cell. Increasing η and d causes the densities to become
more slowly-varying where fluctuations of the density be-
come small. The beauty of the periodic system is that
one can draw the density of a single unit cell without pic-
turing the density of the entire system. In addition, the
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FIG. 3. Density for η = 1 with varying Nc and V0 = 1.
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FIG. 4. Density for η = 2 with varying Nc and V0 = 1.

densities are continious and differentiable at the edges of
the unit cell, which is a convenient feature for studying
periodic systems. This also reveals that one can con-
struct the density of the entire solid by simply using a
single unit cell alone.

Aside from Nc, V0 adjusts the shape of the density.
The density becomes more slowly-varying for small V0,
and when V0 = 0, the density becomes constant, which
is a distinct feature of a uniform electron gas [3] and
present in the free-electron model [8].

The challenge is to determine which condition of the
density maximizes the performance of the GE, either by
having small V0 or large η.

IV. THE KE OF THE COSINE POTENTIAL
AND TOOLS FOR ANALYZING THE KE

With the knowledge of the eigenfunction for the cosine
potential from (18), one can calculate the KE [9].

tj =

{
− 1

2d

∫ d
0
dx ψ∗e,j(x)ψ′′e,j(x) j = 0, 2, 4, ...

− 1
2d

∫ d
0
dx ψ∗o,j(x)ψ′′o,j(x) j = 1, 3, 5, ...

(21)
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FIG. 6. Density for η = 1 and Nc = 80 for varying V0.

(21) calculates the KE per unit length for a single unit cell
rather than the KE for the entire solid. The procedure
to sum the exact non-interacting KE for the entire solid
is just like the approach from(20), which is

TEXs,η =

ηNc−1∑
j=0

tj . (22)

The TF model and the GE calculates the KE by using
(4) and dividing by d to get the KE per unit length, which
the principle applies from (21). Due to the periodicity of
the density for a unit cell, one can take advantage of
calculating the KE without considering the entire solid.
This procedure can minimize the cost of performing cal-
culations for the KE for the remaining sections for this
paper.

So far, calculations of the KE involve with a finite sys-
tem, which has a finite number of unit cells Nc. The
main goal is to calculate the KE at the thermodynamic
limit, which is a key feature for a periodic system to
describe a solid. One approach to carry calculations at
the thermodynamic limit by using an extrapolation ap-
proach. In the extrapolation approach, one calculates the
KE for the exact, TF, and the GE by choosing finite Nc
values. After carrying calculations with different Nc, the

KE is plotted against 1/Nc. To determine the KE at the
thermodynamic limit, one can obtain the y-intercept of
the plot by taking constructing an approximate parabolic
fit. By doing so, one can determine the KE by setting
1/Nc = 0, which follows that Nc →∞. Ts as the KE for
each Nc is evaluate for the exact, TF, and the GE. The
KE is plotted against 1/Nc to generate an approximated
quadratic plot. The KE at the thermodynamic limit is
calculated by generating the fit and set 1/Nc = 0, which
is Nc →∞. The quadratic extrapolation for getting the
KE at the thermodynamic limit is

f(z) = c0 z
2 + T∞s (23)

where c0 is a coefficient determined from the quadratic
fit, z = 1/Nc is the variable for (23), and T∞s is the KE
at the thermodynamic unit for the exact, TF, and the
GE.
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FIG. 7. Extrapolation plot for exact KE, TF, and the GE
for η = d = 2 and V0 = 1/2 using extrapolation points Nc =
80, 60, 320, and 640.

From Fig. 7, the extrapolation fits only perform well
when 1/Nc is small. The difference between the TF and
GE and the exact KE is evident as indicated by having
different values of T∞s . To compare the performance of
of the TF and the GE at the thermodynamic limit, one
must compare these KEs with respect of the exact KE
by computing the percent error

%∆T∞,ps =
T∞,ps − T∞,EXs

T∞,EXs

× 100% (24)

where T∞,ps is the KE for TF and the GE T∞,EXs is the
exact KE, and p is the order of the GE expansion (p = 0
for TF, p = 2, 4, and 6 for the orders of the GE). For
convenience, one can take logarithm of the percent error
to describe order of magnitude of the error. A plot of the
logarithm of the percent error against the order of the
GE p serves as the benchmark to assess the performance
of the GE.
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V. PERFORMANCE OF THE GE FOR
VARYING V0

In this section, one can test the performance of the
TF and the GE by adjusting V0. A solid with unit cell
length d = 1 and η = 1 and the solid with d = η = 2 are
selected for this investigation. The plot of the logarithm
of the percent error against the GE assess the perfor-
mance of the GE here. Extrapolation points are used for
Nc = 10, 20, 40, 80, and 160 to compute the KE at the
thermodynamic limit.
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FIG. 8. Plotting the percent error of T∞s vs. p for η = d = 1
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FIG. 9. Plotting the percent error of T∞s vs. p for η = d = 2
for different V0.

From Fig. 8, the errors for the KE calculations for
different V0 are not desirably accurate with an order of
magnitude of 1 or 2. Each plot has a similar shape for
different V0 and this indicating the varying performance
of the GE terms. The second order makes up the major-
ity of the KE corrections and adding the fourth and sixth
order improves the KE calculation although the contri-
bution for the fourth and sixth order are not as much

as the second order. From Fig. 9, the same behavior
holds for the shape of the plots where the second order
contributes larges to the KE correction while including
the fourth and sixth orders slightly improve the accuracy
of the KE. On the side note, the performance of the GE
performs better for η = d = 2 and η = d = 1 where the
error improves by order of magnitude btween 1 and 2.
An in-depth focus for changing η and d is available on
Sec. VI.

When V0 becomes large, TF and the GE starts to fall
apart for both η = 1 and η = 2.
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FIG. 10. Plotting T∞s vs. 1/Nc for η = d = 1 for V0 = 5.
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FIG. 11. Plotting T∞s vs. 1/Nc for η = d = 2 for V0 = 10.

The logarithm of the percent error is not applicable
because GE underestimates the exact KE, which obtains
a negative number. From Fig. 10 and 11, the plots of
the TF and the GE do not line up with the exact KE,
which reveals the breakdown of TF and the GE at large
V0 even at the thermodynamic limit. The sixth-order
performs the worst, which severely underestimates the
KE for both η = 1 and 2. On the other hand, the TF KE
completely overestimates the KE for large V0. Overall,
the GE underperforms at large V0
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As a side note, the TF model and the GE are exact
within the thermodynamic unit when V0 = 0 because the
density is constant.

VI. PERFORMANCE OF THE GE FOR
VARYING η

This section explores the behavior of the GE with dif-
ferent η and d, holding an important condition that η = d
as described in Sec. IV. Large Nc values for the extrap-
olation approach are chosen to examine the behavior of
the KE within the thermodynamic limit. In addition,
calculations also include differerent values of V0 to de-
termine if the shapes of the log(%∆Ts) vs. p will have
similar behavior and the shifts of the plots depend on V0
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FIG. 12. Plotting the percent error of T∞s vs. p for various η
and d and V0 = 1/10.
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FIG. 13. Plotting the percent error of T∞s vs. p for various η
and d and V0 = 1/2.

The extrapolation points are Nc = 80, 160, 320, and
640, which are used to obtain more accurate KEs at the
thermodynamic limit than choosing smaller extrapola-
tion points. In Fig. 12, the KEs for each η are more
accurate for V0 = 1/10 as indicated by a larger nega-
tive log(%∆Ts) than for V0 = 1/2 from Fig. 13. The
shapes are similar for each η = 1 and 2 with p = 0, 2,
and 4, which the plots have a convex shape due to the
slope between 0 and 2 is greater than the slope between
2 and 4. But including the sixth order GE reveal subtle
different qualitative features for η = 4 and η = 6 with
different V0. For V0 = 1/2 on Fig. 13, the plot for η = 4
is convex, where the slope of the line between p = 4 and
6 is smaller than the slopes at p = 0 and 2 and p = 2
and 4. For η = 8, the line is approximately linear. When
V0 = 1/10, the plot is linear for η = 4 and the plot is
concave for η = 8 as indicated by a bigger slope between
p values between 4 and 6 than p values between 0 and 2
and between 2 and 4.

Aside from different V0 values, one can explore the gen-
eral features from Fig. 12. For η = 1, the error improves
by magnitude of 1 and 2, but performs least accurately
among other solids. For η = 2, the error improves by
magnitude of 3 and 4, which is a slight improvement over
η = 1. The second order term makes up the majority of
the KE correction indicated by the steepest slope as de-
scribed earlier. For η = 4, the error to the KE improved
to about the order of magnitude of 4 and 8, which is a
better improvement over η = 1 and 2. The GE performs
best at η = 8 since the order of magnitude of errors is
extremely low, with the error improves by a magnitude
of 4 for adding each GE order while the sixth-order con-
tributes the most for correcting the TF KE.

VII. DISCUSSION

Calculations from Sec. V and Sec. VI present varying
performances of the TF and the GE for different V0, η, d,
and extrapolation points for Nc. One can assess that the
GE performs better for smaller V0 as indicated by down-
ward shifts of the log(%∆Ts) vs. p from Fig. 8, 9, 12,
and 13. From these results, one can imply that decreas-
ing V0 makes the densities become more slowly-varying,
causing the gradient of the density to become smaller.
However from Fig. 8, the addition of terms of the GE at
η = 1 improves the error slighly even for small V0. One
can say that the correction terms for higher orders of the
GE become weaker even though adding those terms may
improve the accuracy of obtaining the KE. In contrast,
the errors for η = 2 improves by roughly an order of
magnitude of 1 and 2 compared to η = 1 even though
the shape of the curves is similar and higher order terms
of the GE contributes less than at lower orders. Chang-
ing η has a significant effect on the performance of the
TF and the GE, which shows that changing the length of
the unit cell d and putting more electrons in the unit cell
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can make the density become more slowly-varying than
changing the potential with a small V0. Moreover, this
is evident from Fig. 12 and 13 that the errors of the GE
becomes better for η = 8 than η = 1, 2, and 4, implying
that the gradients of the density becomes weak. There-
fore, the GE at the sixth order can significantly perform
better than at lower orders.

The performance of each correction term of the GE
varies with different η. Looking back at Fig. 8 and 9, the
GE including the second-order term corrects the KE the
most while including the fourth and sixth order slightly
improves the KE, indicates that the dependence of the
order is weak even though adding more terms makes the
total KE calculation more accurate. The sixth order term
only corrects the TF KE by a small fraction, which is
smaller than including the second order term. But for
high η, the addition of successive correction terms of the
GE significantly improves the KE. Looking at η = 4 and
V0 = 1/2 from Fig. 13, adding orders of the GE im-
proves the error by a magnitude of 2, which can tell that
the dependence of the order is greater. Adding the sixth
order term improves the TF KE, but does not improve
the accuracy signifcantly. However, when V0 = 1/10, the
sixth order term significantly improves the TF KE by an
order of magnitude of 4 in addition to big contributions
from the second and fourth correction terms. This may
show changing η has a tremendous effect on the over-
all performance of the GE. Perhaps one can assert that
changing η has a substantial effect on changing behavior
of the density, which influences the behavior of the GE.

When V0 is large, the terms of the GE becomes erratic
particularly at the sixth order. Before looking at the
sixth order and from Fig. 10 and 11, TF badly overesti-
mates the KE. The TF model is designed for the uniform
electron glass and expects to behave poorly since changes
in the density in terms of the gradients of the density are
not included. The second order term for η = 1 and 2
significantly improves the KE but is still not close to the
KE. Including the fourth order term improves the to-
tal KE, although this underestimates the exact KE for
η = 2. The sixth order GE is the worst because this
underestimates the exact KE completely where the sixth
order term subtracts the total KE. This indicates that
the sixth order term is sensitive to the gradients of the
density, causing the KE to diverge way from the exact
KE. The downfall of the sixth order GE comes from hav-
ing strong gradients of the density where the density be-
comes rapidly-varying, causing the sixth order to behave
unpredictably. The GE can only perform better for small
V0, particularly at the sixth order.

Looking back at Fig. 8, 9,12, and 13, one can safely say
that the GE is asymptotic and systematically improves
results as p grow for higher η and not much from smaller
η, i.e. η = 1. One might come up with an appealing
idea that expanding to the eight order can increase the
accuracy of the KE based using the results to back up this
claim. However, that notion is uncertain since no one has
expanded the GE to the eight order. Computational cost

using the recursion formulas from [7] become so immense
that the eight order expansion becomes not feasable. If
that is the case, one may not be sure to find out if the
coefficients of the sixth order GE from (7) is correct since
one must need to expand at higher order to check if the
lower terms hold to be true, i.e. the sixth order expansion
is consistent by expanding to the eight order and that
is consistent if a tenth order expansion is accomplished.
One may believe that increasing the order of the GE may
further improve accuracy, but this idea can be true if the
expansion to higher orders can be accomplished.

The extrapolation approach is only an approxima-
tion to get the KE at the thermodynamic limit be-
cause this approach selects finite values of Nc to gen-
erate a quadratic fit that obtains the y-intercept where
1/Nc = 0 and Nc → ∞. However, computational costs
become severe for choosing high values of Nc to generate
a quadratic fit since the number of terms of the density
becomes high, causing the calculation KE by the GE to
slow down significantly. However, the KE calculations
for various 1/Nc do not always behave quadratically as
indicated from Fig. 7, but the fits perform better when
1/Nc is extremely small. Perhaps, the extrapolation ap-
proach is a useful shortcut approach to determine the KE
within the thermodynamic limit, which is useful to study
periodic systems that model solids. Overall, the extrap-
olation approach can become more accurate for choosing
higher Nc while sacrificing computational cost and time.

VIII. CONCLUSION

The calculations of the KE for the cosine potential re-
veal particular trends about the performance of the GE
for various number of electrons per unit cell η, the unit
cell length d, the potential V0, and the number of unit
cells Nc. The basis of these KE calculations involve on
using the extrapolation approach to obtain the KE within
the thermodynamic limit, which consequently, choosing
high Nc values trades off between accuracy and more
computational costs. The GE does fail for large V0 since
the density becomes rapidly-varying and the gradients of
the density becomes bigger. The sixth order GE falls
apart miserably where the sixth order term subtracts the
total KE, which underestimates the exact KE. For small
V0 and large η, the addition of successive orders of the
GE obtains the KE closer to the exact results. The sixth
order GE performs the best because total KE is closer
to the exact KE. However, the performance of the sixth
order correction varies where the sixth order term cor-
rects the KE by a slight fraction for smaller V0 and small
η. But for larger η, the sixth order terms corrects the
total KE by larger fraction, improving the total KE. The
improved performance of the GE for each successive or-
der indicates that the GE can perform best when the
gradient of the density is small when η is large and V0 is
small. Due to this trend, one may believe that expanding
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towards the eight order can improve the accuracy of the
KE, but this notion may or may not be true. If the eight
order expansion is not carried, one may be uncertain if
the sixth order expansion is correct. But despite of these
short comings, the results and findings presented in this
paper reveal fascinating trends and behaviors about the
GE at least at the sixth order and the investigation of
obtaining higher orders of the GE can be the subject for
future investigation.
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