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Leading corrections to local approximations II (with turning points)
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Quantum corrections to Thomas-Fermi (TF) theory are investigated for noninteracting one-
dimensional fermions with known uniform semiclassical approximations to the density and kinetic
energy. Their structure is analyzed, and contributions from distinct phase space regions (classically-
allowed versus forbidden at the Fermi energy) are derived analytically. Universal formulas are
derived for both particle numbers and energy components in each region. For example, in the semi-
classical limit, exactly (6π

√
3)−1 of a particle leaks into the evanescent region beyond a turning

point. The correct normalization of semiclassical densities is proven analytically in the semiclassi-
cal limit. Energies and densities are tested numerically in a variety of one-dimensional potentials,
especially in the limit where TF theory becomes exact. The subtle relation between the pointwise
accuracy of the semiclassical approximation and integrated expectation values is explored. The
limitations of the semiclassical formulas are also investigated when the potential varies too rapidly.
The approximations are shown to work for multiple wells, except right at the mid-phase point of
the evanescent regions. The implications for density functional approximations are discussed.

PACS numbers: 03.65.Sq, 05.30.Fk, 31.15.xg, 71.15.Mb

I. INTRODUCTION

While the popularity of density functional theory
(DFT) has never been higher [1], the lack of a systematic
approach to the construction of approximate exchange-
correlation functionals or even orbital-free kinetic energy
functionals remains an outstanding issue confronted by
practitioners and developers of the theory alike. The clos-
est to a systematic approach might be the decades-long
work of Perdew and co-workers, which recently yielded a
highly promising meta-generalized gradient approxima-
tion called SCAN, but only after 20 years of research,
and including norms which are used to fix parameters in
the approximation [2].

Semiclassical approximations have inspired the devel-
opment of density functional methods from the start.
The first density functional approximation is given by
Thomas-Fermi (TF) theory [3, 4]. It may be regarded as
a classical limit of quantum mechanics. As such, it has
been proved to be a universal limit for the quantum me-
chanics of nonrelativistic matter [5]. More recently, it has
been conjectured that the analogous statement in Kohn-
Sham DFT, that the local density approximation for both
exchange and correlation, also becomes relatively exact
in this limit[6]. Therefore, it is unsurprising the most suc-
cessful density functional approximations reduce to local
density approximations in the limit where the predictions
according to the latter become exact.

Over the past decade [6–14], our group has pursued
the connection between semiclassical approximations and
DFT. Much of the work can be classified as being in one
of two camps: they are either limited to one-dimension,
or have a general scope. The advantage of one dimension
is that semiclassical approximations to wave functions are
long known [15–18]. Thus more explicit progress, includ-

ing analytic results are possible in 1D, and suggest both
the greatest power and limitations of this approach more
generally. Earlier work made an even greater simplifica-
tion, by employing box boundary conditions to avoid the
singularities associated with turning points [10]. More
recently, at least in the case of densities and kinetic en-
ergy densities, a semiclassical approximation was derived
[13] which is uniformly asymptotic in space, i.e., suffers
no singularities, while capturing the leading corrections
to TF results at every point. A brief account appeared in
Ref. [13], while a more detailed mathematical derivation
is under review [14]. In the current work, we test the
recently-derived approximations numerically in a variety
of situations of relevance to atomic and molecular sys-
tems. We show that, even when TF theory is surprisingly
accurate for quantities integrated over the entire system
(such as the total energy or its components), the uni-
form semiclassical approximations capture the leading-
corrections within a given region of space. We use the
pointwise formulas to derive analytic corrections to the
TF energies, and confirm these numerically on a class of
potentials. But we also find that many such contributions
cancel exactly between classically-allowed and forbidden
regions, which leads to high accuracy of TF theory for
integrated quantities, despite poor pointwise behavior.

To illustrate the main ideas of this paper, in Fig. 1
we plot a sequence of densities for same-spin fermions
in a harmonic well, v(x) = x2/2. In each curve, we re-
place ~ by γ~, N by N/γ, and n(x) by γn(x), where γ is
made successively smaller. In the limit γ → 0, the exact
quantum curve weakly approaches the TF density. The
uniform semiclassical approximation is so accurate as to
be indistinguishable from the exact curves here, even for
N = 1, although it only includes the leading corrections
to TF as γ → 0. By any pointwise measure, it is vastly
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FIG. 1. γ nγ(x) for N = 1 harmonic potential where γ =
1 (blue, with semiclassical approximation dashed red), 1/4
(orange), 1/16 (green), and TF (black).

superior to TF. Results within this paper demonstrate
this for several different potentials.

But DFT cares almost solely about energies [19]. To
connect the pointwise success of the uniform approxima-
tion with these, we calculate the integrated densities and
energy-densities in forbidden and allowed regions sepa-
rately. The semiclassical approximations allow us to de-
rive leading corrections to TF in each region analytically,
and check the results numerically. These are universal
formulas that apply to all (non-pathological) 1D poten-
tials. Again, the uniform approximations are vastly su-
perior to TF theory. However, we also show that the
improvements in allowed and forbidden regions are al-
ways equal and opposite, and so cancel from the total
energy components. The harmonic oscillator is a stark
example: because TF theory yields the exact energy com-
ponents for this case, the semiclassical approximation al-
ways worsen those energies!

This paper is devoted to demonstrating these facts and
discussing their consequences. We review in Section II A
the semiclassical limit of nonrelativistic fermionic sys-
tems. In Sec.II B we establish the adopted notation while
providing a brief discussion of the uniform semiclassical
approximations derived in Refs. [13, 14]. Sec. III is
devoted to describing both numerical and analytic cal-
culations. Section IV provides a detailed description of
the leading corrections to TF components in different re-
gions of configuration space, ranging from pointwise (Sec.
IV A) to regional (Sec. IV B) and finally global (Sec.
IV C). In Sec. V, we study situations that differ quali-
tatively from the generic wells studied up to that point.
We see the breakdown of the semiclassical approximation
when the potential varies too rapidly (Sec. V A), how ex-
tended systems can be treated (Sec. V B) and tunneling
in a double well(Sec. V C). We close with a discussion of
the significance of these results, especially in the context
of density functional theory. The appendix collects useful
results about the Airy functions used in this paper.

II. BACKGROUND

A. General semiclassical limit of nonrelativistic
fermionic systems

Lieb and Simon proved in 1973 [5] that quantum-
mechanical nonrelativistic fermionic systems interacting
via the Coulomb interaction are exactly described by TF
theory in the semiclassical limit. In particular, this im-
plies the relative error of expectation values predicted by
TF theory goes to zero as the nuclear charges Z in the
system go to infinity. The reason Z gets involved here is
that it sets the relevant length scales for the Coulombic
problem [20].

More recently, Fournais et al. [21] proved that a gen-
eralization of the Lieb-Simon result is valid in any num-
ber of spatial dimensions, i.e., under semiclassical scaling,
all correlation functions of a quantum-mechanical system
(and therefore, all of its properties) agree with those ob-
tained by minimization of the TF energy functional in a
well-defined limit. Specifically, the predictions of TF the-
ory emerge from quantum mechanics when the number
of particles N is scaled to infinity and ~ → 0 as N−1/d,
where d is the dimensionality of the considered config-
uration space. Hereafter, we restrict considerations to
1D.

B. Relevant classical variables and Thomas-Fermi
theory

Consider a 1D Hamiltonian

ĥ = −1

2

d2

dx2
+ v(x). (1)

We consider potentials that either vanish or diverge pos-
itively at large |x|. In the former case, we require at least
one bound state for the employed methods to be relevant.
We are interested in the ground-state ofN noninteracting
same-spin fermions at 0K in this potential. We list the
eigenvalues in increasing order, εj , j = 1, 2, ..., N. Then
we may write the particle density as

n(x) =

N∑
j=1

|φj(x)|2,
∫ ∞
−∞

dxn(x) = N. (2)

The kinetic energy may be written many ways, but we
chose a specific kinetic-energy density,

t(x) =

N∑
j=1

[εj − v(x)] |φj(x)|2,
∫ ∞
−∞

dx t(x) = T.

= −1

2

N∑
j=1

φ∗j (x)
d2φj(x)

dx2
. (3)

Unlike the particle density, the choice of kinetic energy
density is arbitrary, as the kinetic energy density is not
a physical observable.
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Our focus is semiclassical approximations, which re-
quire classical inputs. For a given energy ε, we consider
only the case of two turning points (denoted xL(ε) and
xR(ε)) at which the classical momentum

k(ε, x) =
√

2[ε− v(x)], (4)

vanishes. We define the corresponding classical phase
and time for the particle to arrive at x, starting from
xL(ε), as:

θ(ε, x) =

∫ x

xL(ε)

dx′ k(ε, x′),

τ(ε, x) =

∫ x

xL(ε)

dx′

k(ε, x′)
. (5)

The classical action for energy ε is determined by the
total phase from left to right turning points:

I(ε) =
θL[ε, xR(ε)]

π
. (6)

Inversion yields the energy as a function of the action,
ε(I), and the frequency corresponding to the motion is

ω(ε) =
π

T (ε)
=
dε

dI
, (7)

where T (ε) = τ [ε, xR(ε)]. The corresponding angle vari-
able is then

α(ε, x) = ω(ε)τ(ε, x). (8)

All of the classical observables given above can be ob-
tained from the classical phase θ(ε, x) by application of
partial derivatives. For instance,

k(ε, x) =
∂θ(ε, x)

∂x
, τ(ε, x) =

∂θ(ε, x)

∂ε
,

α(ε, x) =
∂θ(ε, x)

∂I
, T (ε) =

∂θ(ε, xR)

∂ε
. (9)

The WKB quantization condition for the energy of the
j-th level is

I
(
εWKB
j

)
= ~

(
j − 1

2

)
. (10)

We define the semiclassical Fermi energy for N particles
by

εF = εWKB
N+1/2, (11)

i.e., we set the quantum number j midway between the
index of the highest occupied level and lowest unoccupied
one, and use a subscript F to denote quantities evaluated
at this energy. We can also define the mid-phase point
xm at which

θF(xm) = Nπ/2. (12)

At the Fermi energy, we adopt the convention of always
measuring classical variables from their nearest turning
point as measured by the classical phase. This leads to
small kinks in θF (x) and αF (x) as x goes through xm but
which become irrelevant in the semiclassical limit (see Eq.
36 of Ref. [14]). For potentials that are symmetric about
x = 0, it follows that xm = 0. Since one can always treat
a right-hand turning point by applying left-hand formulas
to v(−x), we here give only formulas for x < xm.

In 1D it is particularly easy to explicitly connect TF
theory with semiclassical approximations. In the limit
where ~ → 0, the WKB energy for a system with N
occupied orbitals is simply the sum of all occupied semi-
classical orbital energies. On the other hand, by approx-
imating the discrete sum of WKB orbital densities as an
integral and ignoring quantum oscillations and exponen-
tially small terms, then it follows that

n(x) =
kF(x)

π
, t(x) =

k3F(x)

6π
(PFT), (13)

where PFT denotes potential functional theory, i.e., both
quantities are given as functionals of the potential. Elimi-
nation of kF(x) yields the TF expression for the 1d kinetic
energy density functional:

t(n) =
π2n3

6
. (DFT) (14)

To study the semiclassical limit of noninteracting 1d
fermions [21] we define positive real-valued parameters γ,
scaled particle number Nγ , and scaled Planck’s constant
hγ , where,

Nγ =
N

γ
, ~γ = γ ~. (15)

The semiclassical limit arises when γ → 0. This has
been extensively discussed in Refs [7, 10, 14, 21]. For
instance, in Ref. [10], Cangi et al. derived semiclassical
approximations for the particle and kinetic energy den-
sities of systems with closed (box) boundary conditions
with the requirement that they provide the leading cor-
rections to TF theory when γ is sufficiently small. Re-
cently, we generalized the approach of Ref. [10] to the
case of unbounded domains [13, 14]. In Ref. [13] we
provided a sketch of the construction of the semiclassical
approximations, whereas Ref. [14] explored the mathe-
matical intricacies of such construction.

Under γ−scaling the TF densities change trivially:

nTF
γ (x) =

kF(x)

πγ
, tTF

γ (x) =
k3F(x)

6πγ
, (16)

Thus both energy components (kinetic and potential)
scale as γ−1.

While it is easy to find the dominant behavior of any
observable in the limit where γ = 0, i.e., via TF the-
ory, it took about 50 years to find a general universally
valid result for the leading corrections [13, 14]. The be-
havior and accuracy of these expressions are relatively
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unexplored. We also note that there is no general proce-
dure for finding the leading corrections to the TF density
functionals of Eq. (14). The semiclassical expressions are
all functionals of the potential [12, 13, 22]

Going beyond the dominant contribution also means
including evanescent behavior. All of the spatially-
varying quantities presented above have a clear classical
meanings for xL(ε) ≤ x. However, they become purely
imaginary in a region which is classically-forbidden. We
define

− ik(ε, x) =
√

2[v(x)− ε], x < xL(ε), (17)

which ensures that −iθ, −iτ and −iα are real for all x <
xL. With these definitions, all of the previously identified
classical quantities are extended to any x ∈ x < xL.

C. Uniform semiclassical approximations

The Langer wave function is a uniform semiclassical
generalization of the WKB results that remains finite as
one passes through a turning point, and is expressed in
terms of Airy functions[18]. By taking the semiclassical
limit of finite sums of the squares of such functions, the
main results of Ref. [13] are obtained[14]. We write these
here in a simple form

nsc(x) = fsc1 [kF(x), dF(x), θF(x)],

tsc(x) =
k2F
6
fsc3 [kF(x), dF(x), θF(x)], (18)

where

dF(x) = kF(x) sinαF(x)/ωF, (19)

and

fscp (k, d, θ) =
1

π

(
kK0(θ) + p

K1(θ)

d

)
, (20)

with Kj being known combinations of products of Airy
functions given in Appendix A, and dF(x) is a classical
measure of distance. The input classical variables are
plotted in Fig. 2 for a simple harmonic oscillator, with
the origin at the Fermi turning point, and using the above
convention for the evanescent region. We see that these
quantities are all comparable in magnitude and approach
the turning point in diverse ways.

The mathematical underpinnings of the above have
been discussed in detail in Ref. [14]. Here we just re-
call that the analytical continuations given before for the
spatially-varying classical quantities ensure that the par-
ticle density is continuous and real everywhere in con-
figuration space. It also positive everywhere except in
pathological situations where v′(xF ) → 0, where xF is
the Fermi turning point. While the above supposes that
v(x) consists of a single potential well, we also discuss
the generalization to the case of weakly-coupled multiple
wells in Sec V C below.

FIG. 2. Classical properties of εF trajectory for the SHO with
N = 1 vs. x − xF. Red is εF − v(x), dark red is kF (x), blue
is θF (x), and dark blue is dF (x).

In the derivation of Eq. (20), the first part comes from
the 0th-order term in the Poisson summation formula,
while the second is the dominant correction from the os-
cillating pieces [13, 14]. If K1 is set to zero a first approx-
imation to the density is obtained, though it is in general
uncontrollable.

FIG. 3. Ki functions versus θ, with Ki versus −iθ in evanes-
cent region. K0 is blue, K1 is red, and K2 is black.

In Fig. 3, we plot the Kj functions against θ, adopting
the convention mentioned above for the evanescent re-
gion. They contain both the quantum oscillations of the
travelling region (θ >> π), the singular behavior near
the turning point (θ ∼ 0), and the evanescent behavior
far from the turning point (−iθ << 0). In the region
of the turning point, the different power-law behaviors
of the classical variables balance the singular to produce
continuous and largely smooth behavior in Eq. (20). On
a large scale, K0 ≈ H(θ) and K1 = 0, where H is the
Heaviside step function. Inserted in Eq. 18, this yields
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the TF results. The function K2 is useful in Sec IV B
where we explore the small γ limit.

FIG. 4. Same as Fig. 1, but for the kinetic energy density.

The value of this representation becomes clear when
we reintroduce γ. Then{

nscγ (x)
tscγ (x)

}
=
fscp (kF(x), dF(x), θF(x)/γ)

γ
, (21)

i.e., beyond the trivial scaling with γ, only the phase ar-
gument depends on γ, as all other quantities are purely
classical. As γ → 0, only the arguments of the Ki func-
tions change, becoming much larger for any fixed x. Al-
ternatively, the region of |θ| < ξ, for fixed ξ, which we call
the turning-point region, shrinks to a region in x space
of size γ.

In Fig. 1 we only show the result given by the semi-
classical formula for γ = 1. For all other values of γ,
the semiclassical formula is everywhere indistinguishable
from the exact curve. In Fig. 4, we plot the analogous
curve for the scaled kinetic energy density, for which the
semiclassical approximation is (slightly) less accurate.

In Fig. 5, we plot the ratio of semiclassical and exact
densities for different values of γ. It appears to approach
1 everywhere, showing that its relative error vanishes for
sufficiently small γ, for all values of x. This shows that
it is a uniform asymptotic expansion and suffers none of
the difficulties of patching for different regions, despite
the qualitatively different behavior of spatially-varying
properties in the traveling, transition and evanescent re-
gions. In fact, for |x| sufficiently large, the semiclassi-
cal density decay is exponential in |θF(x)| (see Eq. (22)
of Ref. [13]), which does not match the decay of the
exact density, which is dominated by the highest occu-
pied level, |φN (x)|2. Thus the fractional error eventually
grows again beyond the edges of the figure. But as γ → 0,
the point at which this error becomes noticeable becomes
ever larger.

These formulas are remarkable for their ability to yield
extremely accurate results using only classical inputs.
Fig. 1 shows that, for the ground-state of the harmonic
oscillator, they yield densities that are indistinguishable

FIG. 5. nsc(x)/n(x) for the harmonic oscillator with γ = 1
(blue), 1/2 (red), 1/4 (green), 1/8 (orange), and 1/16 (black).

from the exact quantum curves. Yet no differential equa-
tion has been solved to evaluate them, and they apply to
all potentials. The smoother the potential is, the more
accurate the result will be, even with only one occupied
level.

III. METHODS

A. Numerical

One of the great features of the uniform semiclassi-
cal approximations for the particle and kinetic energy
densities is that they allow us to obtain these quantities
with minimal effort. This is to the contrary of numeri-
cally solving the Schrodinger equation for systems with
a large number of particles. In this section we explain
the numerical methods employed in the paper to com-
pare semiclassical and Thomas-Fermi theory with exact
results.

Accurate numerical solutions for the Schrodinger equa-
tion were extracted with the Matrix Numerov method
[23] whenever the studied potential could not be solved
analytically. A grid spacing of O

(
10−3

)
was chosen and

the size L of the studied region depended on each po-
tential. This choice of parameters was guided by the re-
quirement that both kinetic and total energies converge
(relative to both grid spacing and L) up to at least the
3rd decimal digit (except for the double wells where we
only enforced convergence up to the 2nd decimal digit).
In every case we checked that both the exact particle and
kinetic energy densities were at least of O(10−5) when
x = ±L. For calculations with γ << 1, smaller grid
spacings were needed to capture the oscillations and the
more rapid decay in the evanescent region. Mathematica
10.1 was employed in all computations [24].
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B. Analytical

Several potentials are employed to illustrate our re-
sults. Most have analytic forms for at least their semi-
classical quantities, and many have exact solutions. All
are infinitely differentiable. These are illustrated in Fig.
6. For each form, we calculate both standard semiclassi-
cal quantities, and all the derived quantities used in this
paper. We also give the TF results. These are collected
in Table I.

FIG. 6. Analytic potentials employed for the systematic in-
vestigation of the uniform semiclassical approximations.

For any potential, the WKB energy components of
each individual level can be immediately extracted if
εscj [βv(x)] is known, where β > 0. Then

vj =
∂εj
∂β

∣∣∣
β=1

(22)

is the potential contribution, and tj may be found by
subtraction. As indicated by March and Plaskett[25], TF
energies may be found by applying the Poisson summa-
tion formula to evaluate the corresponding sum of WKB
energy components over occupied orbitals, and retaining
only the average contribution, e.g.,

TTF =

∫ N− 1
2

− 1
2

dj tscj (23)

with similar forms for the other components. Because
simple explicit results for WKB energies are known for
many potentials, the above allows a quick generation of
TF energy components.

In those cases where analytic expressions are available
for the exact energy components, one can extract the
γ-dependence of an energy component as:

Tγ(N,D, a) = T (N/γ, a/γ,D), (24)

where D is the well-depth, and 1/a is a characteristic
length scale (see Table I). By taking γ → 0, the dominant
term is given by TF, and we denote the next correction
as T (1), e.g.,

Tγ → TTF/γ + γ T (1) + ... (25)

This is also listed Table I. Table III gives numerical values
for the constants associated to each potential we studied
in this paper.

IV. LEADING CORRECTIONS TO
THOMAS-FERMI ENERGIES

A. Pointwise accuracy

Figures 1, 4 and 5 demonstrate the much greater accu-
racy of the semiclassical approximations relative to those
of TF, pointwise in space. For many applications, this
is terribly important, such as e.g., in the calculation of
a surface energy. However, in the world of DFT, there
is overwhelming importance given to knowing energies
as functionals of the density. So, while the semiclassical
formulas yield great improvements over the local approx-
imation pointwise, what is their performance for energies
(which depend on global averages)? Answering the above
question is one of the main purposes of the present paper,
and we show below the answer is more complicated than
expected.

We begin to illustrate the issue by using the density-
and kinetic energy-error measures introduced in Ref.
[13], which are given by:

η =
1

N

∫ ∞
−∞

dx|ñ(x)− n(x)|,

ζ =
1

T

∫ ∞
−∞

dx|t̃(x)− t(x)|, (26)

where ñ (t̃) indicates an approximate density (kinetic en-
ergy density), and T is the exact kinetic energy. The
density-error measure is chosen so that it does not vanish
too rapidly with increasing accuracy of the approxima-
tion, and is normalized to 2 if the approximate density
has no overlap with the exact one. Table II shows these
errors for a harmonic oscillator with unit frequency as a
function of γ for both the particle- and the kinetic-energy
densities as given by both TF and semiclassical theories.
Even for γ = 1, the semiclassical density error is almost
two orders of magnitude smaller than that of TF, and
vanishes much more rapidly with decreasing γ. The im-
provement in the kinetic energy density error is still very
good (the semiclassical error vanishes as γ → 0, while
TF does not), though not as spectacular at γ = 1.

Another beautiful illustration of the semiclassical for-
mulas is seen by considering the particle- and kinetic-
energy densities at the turning point of the semiclassical
Fermi energy. The explicit formulas are derived by ex-
panding Eq. (18) around a turning point. This yields
[13, 14, 26]

lFn
sc
γ (xF)→ c0

γ2/3
− c1 bF, l3Ft

sc
γ (xF)→ −c1

6
, (27)

where

lF = (2|v′F|)−1/3, (28)

c0 = (12π2a20)−1, c1 = (2π
√

3)−1, and

bF =
1

3

(
φ2F +

4χF

5

)
, (29)
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harmonic quartic Poschl-Teller Morse

v(x) x2/2 x4 −D/cosh2(ax) D[
(
1− e−ax

)2 − 1]

εj j̃ − −a2(αe − j̃)2/2 −a2(α− j̃)2/2
εscj εj (d4j̃)

4/3 −a2(α− j̃)2/2 εj
tj j̃/2 − a2(α2/αe − αe + j̃)(αe − j̃)/2 a2j̃(α− j̃)/2
tscj tj 2(d4j̃)

4/3/3 a2j̃(α− j̃)/2 tj
vj j̃/2 − −D(1− j̃/αe) −D(1− j̃/α)
vscj vj tscj /2 −D(1− j̃/α) vj

Classical energy variables

ω(ε) 1 4d
1/3
4 ε1/4/3 a

√
−2ε a

√
−2ε

I(ε) ε ε3/4/d4 α−
√
−2ε/a α−

√
−2ε/a

Fermi level

εF N (d4N)4/3 −(αaβ)2/2 −(αaβ)2/2

ωF 1 4d
4/3
4 N1/3/3 a2αβ a2αβ

xF −
√

2N −d1/34 N1/3 −cosh−1(1/β)/a −log(1± β)/a

lF 2−1/2N−1/6 (d4N)−1/3/2 (2α2β2β)−1/3/a (2α2β)−1/3(1± β)−1/3/a

v′′F 1 12(d4N)2/3 α2a4β2(β2 − 2β
2
) α2a4(3± 3β − 2β2)

Dimensionless parameters

φF N−2/3/2 d
2/3
4 N−1/3/3 (4αββ

2
)−1/3 (4αβ

2
)−1/3(1± β)−2/3β

χF N−2/3/4 3(d4N)−2/3/4 (16α2β2β
4
)−1/3(β2 − 2β

2
) α−2/3[2(β ± β2

)]−4/3(3− 2β2 ± 3β)

l2F εF N2/3/2 (d4N)2/3/4 −(α2β2β
−2
/4)1/3/2 −(β ± β2

)−2/3α2/3β2/2

bF 9N−2/3/60 d5 (d4N)−2/3 2(α2β2β
4
)−1/3(5 + 4β2 − 8β

2
)/30 5β2+4(3−2β2±3β)

30(
√
2α)2/3(β±β2

)4/3

Total energies
T N2/4 − a2N [−N2/3 +N(αe − α2(2αe)

−1)− 1/6]/2 a2N(−N2/3 + αN/2 + 1/12)/2

TTF T 2d
4/3
4 N7/3/7 a2N(−N2/3 + αN/2)/2 a2N(−N2/3 + αN/2)/2

T (1) 0 − a2N [9N(8α)−1 − 1]/12 a2N/24
V T − −α2a2N [−N(2αe)

−1 + 1]/2 −a2αN(−N + 2α)/4

V TF T TTF/2 −a2αN(−N + 2α)/4 V

V (1) 0 − −a2N2(32α)−1 0
E 2T − −a2N(N2/3− αeN + α2 + 1/6)/2 −a2N(N2/3− αN + α2 − 1/12)/2

ETF E 3TTF/2 −a2N(N2/3− αN + α2)/2 −a2N(N2/3− αN + α2)/2

E(1) 0 − a2N [3N(4α)−1 − 1]/12 a2N/24

TABLE I. Potentials and useful formulas, both exact and semiclassical. Notation: j̃ = j−1/2, d4 = 3π3/2Γ−2(1/4) ≈ 1.270820,

d5 = 1/5 + d24/27 ≈ 0.259814, α =
√

2D/a2, αe =
√

2D/a2 + 1/4, β = 1 − αN , β =
√

1− β2. Dashes indicate no analytical
result.

γ ηsc ηTF ζsc ζTF

1 0.0118 0.2552 0.1284 0.8445
1/2 0.0026 0.1558 0.0320 0.4164
1/4 0.0007 0.0913 0.0082 0.2063

TABLE II. Semiclassical and TF pointwise errors for the par-
ticle and kinetic energy densities of the SHO (N = 1)

with

φF = l2F ωF, χF = l4Fv
′′
F . (30)

The length scale lF is that used by Kohn and Mattson[27]
to characterize the Airy gas. It is the length scale defined
by the gradient of the potential at a turning point defined
by the Fermi energy, and determines the γ → 0 behavior
of both particle and kinetic densities at the turning point.
On the other hand, the leading correction to the turning-
point density contains two other scales: ωF, the classical

frequency of a trajectory at the Fermi energy, and v′′F , the
second derivative of the potential at the turning point.
These can both be given in dimensionless quantities using
lF. Thus χF is a dimensionless measure of the second
derivative of the potential and is a locally-determined
quantity (apart from the energy at which it is evaluated),
while φF is mixed, as it includes ωF, a global property,
evaluated on the local length scale, lF.

In Figs 7 and 8, we plot nscγ (xF) and tscγ (xF) for the
harmonic oscillator and both sides of the Morse poten-
tial (with N = 1). A universal limit is clearly shown by
Fig. 7 which was first identified by Kohn and Sham[26].
However, it also shows that the next correction obtained
with the semiclassical uniform approximation is appro-
priate, and that these two terms alone yield results at
γ = 1 that are accurate to within 2%.Table III indicates
the Morse potential produces values of bF for the left and
right turning points which are very close and only slightly
larger than those of the HO. Hence the bunching of the

7
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SHO Q PT Morse PT (δ) PT (δ) Double Well
v(x) x2/2 x4 D = 21, a = 1 D = 8, a = 1/2 δ = 1/8 δ = 1/64 b = 3.0 b = 3.3
ε 0.500 0.668 −18.000 −7.031 −0.262 −0.200 1.29, 1.43 1.52, 1.56
εsc 0.500 0.546 −17.884 −7.031 −0.191 −0.133 1.41 1.57
t 0.250 0.445 1.385 0.469 0.107 0.088 0.76, 1.21 0.77, 0.63
tWKB 0.250 0.364 1.495 0.469 0.154 0.129 NC NC
v 0.250 0.223 −19.384 −7.500 −0.370 −0.288 0.66, 0.84 0.79, 0.88
vWKB 0.250 0.182 −19.380 −7.500 −0.345 −0.262 NC NC

Fermi level
εF 1.000 1.376 −15.019 −6.125 −0.007 −0.0001 2.51 2.96
ωF 1.000 1.835 5.481 1.750 0.118 0.0155 1.45 2.50
xF −1.414 −1.083 −0.595 −0.789,−1.323 −2.939 −4.875 −2.120,−0.087 −2.270,−0.539
lF 0.707 0.462 0.315 0.443, 0.630 3.305 12.765 0.375, 1.088 0.356, 0.576
v′′F 1.000 14.079 4.373 11.684, 0.065 −0.027 −0.0005 22.455,−4.455 25.482,−3.702

Dimensionless parameters
φF 0.500 0.391 0.543 0.343, 0.695 1.289 2.526 0.204, 1.712 0.318, 0.829
χF 0.250 0.639 0.043 0.450, 0.010 −3.268 -12.762 0.443,−6.241 0.411,−0.406
l2F εF 0.500 0.293 −1.488 −1.202,−2.432 −0.076 −0.020 0.353, 2.976 0.376, 0.980
bF 0.150 0.221 0.110 0.159, 0.164 −0.442 −1.275 0.186,−1.091 0.216, 0.168

Regional energies

T allow 0.293 0.519 1.618 0.547 0.113 0.089 1.37 1.65
T allow,TF 0.250 0.393 1.453 0.458 0.113 0.087 1.15 1.41
T allow,sc 0.266 0.401 1.542 0.484 0.113 0.084 1.22 1.50

T forbid −0.043 −0.074 −0.233 −0.078 0.000 0.000 -0.33 -0.24
T forbid,TF 0.000 0.000 0.000 0.000 0.000 0.000 0.00 0.00
T forbid,sc −0.047 −0.118 −0.220 −0.090 0.000 0.000 -0.01 -0.25

V allow 0.185 0.123 −18.791 −7.621 −0.370 −0.305 1.27 1.29
V allow,TF 0.250 0.197 −19.380 −7.500 −0.345 −0.262 1.56 1.67
V allow,sc 0.182 0.122 −18.596 −7.627 −0.335 0.249 1.30 1.27

V forbid 0.065 0.093 −0.593 −8.009 0.000 0.000 0.29 0.38
V forbid,TF 0.000 0.000 0.000 0.000 0.000 0.000 0.00 0.00
V forbid,sc 0.065 0.099 −0.622 −8.009 0.000 0.000 0.21 0.37

Total energies
T 0.250 0.445 1.385 0.469 0.107 0.088 1.21 1.41

TTF 0.250 0.393 1.453 0.458 0.113 0.087 1.15 1.41
T sc 0.218 0.283 1.322 0.419 0.112 0.084 1.04 1.25

T (1) 0.000 NA −0.069 0.010 0.0005 −0.055 NC NC
V 0.250 0.223 −19.384 −7.500 −0.370 −0.288 1.51 1.67

V TF 0.250 0.197 −19.380 −7.500 −0.345 −0.262 1.56 1.67
V sc 0.246 0.222 −19.219 −7.508 −0.335 −0.249 1.56 1.64

V (1) 0.000 NA −0.005 0.000 −0.028 −0.031 NC NC
E 0.500 0.668 −18.000 −7.031 −0.262 −0.200 2.72 3.08

ETF 0.500 0.590 −17.926 −7.042 −0.232 −0.175 2.71 3.08
Esc 0.464 0.505 −17.897 −7.089 −0.223 −0.165 2.60 2.89

E(1) 0.000 NA −0.074 0.010 −0.027 −0.086 NC NC

TABLE III. Numerical values of parameters for each potential used in this paper, with N = 1 in each. When two values appear,
they correspond to left- and right-turning points respectively. NC denotes not calculated.

straight lines in Fig. 7.

Our result, Eq. (27), for the kinetic-energy turning-
point density, is likewise universal, but does not produce
the correct leading correction. The derivation of Ref.
[14] guarantees only that the leading terms should be
correct, and our figures are numerical illustrations of this
fact. It is an added bonus that the leading correction is
also appropriate for the density. That it is not so for
the kinetic energy density reflects the greater difficulty
in achieving the same number of terms in the expansion

in γ for the kinetic energy, because of the two spatial
derivatives in the operator.

B. Regional particle numbers and energies

The previous subsection demonstrates the far greater
accuracy of the uniform approximation relative to TF,
both at every point in space, and at a special one, the
Fermi turning point. But this is a measure-zero set, so
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FIG. 7. Scaled dimensionless turning-point density,
γ2/3lFn(xF ), as a function of γ for several potentials. Points
are exact, straight lines are the leading behavior of the semi-
classical formula, Eq. 21. Black is harmonic oscillator, and
blue and red are the left and right turning points of a Morse
potential of depth 6 (a = 1).

FIG. 8. Same as Fig. 7, but for the scaled dimensionless
kinetic energy turning-point density, l3Ftγ(xF).

that comparisons such as the one just shown do not imply
much about the accuracy of expectation values over the
entire system. So next, as we do throughout this section,
we separate errors in the traveling region from those in
the evanescent region. We write

fallow =

∫ xm

xF

dx f(x), f forbid =

∫ xF

−∞
dx f(x), (31)

so that∫ ∞
−∞

dx f(x) = f forbid,L + fallow,L + fallow,R + f forbid,R

(32)
where the superscripts denote the left and right contribu-
tions, respectively. This is a basic method of capturing
some fraction of real-space information, while being able
to connect to global integrals trivially. Most importantly,
it allows integration over the detailed quantum oscilla-
tions introduced by the semiclassical approximation.

The behavior of the semiclassical expansion is very dif-
ferent in the neighborhood of a turning point than either
in the interior allowed region or exterior forbidden. To
analyze it, we note that, as γ → 0+, the potential in the
region where |θ|/γ < ξ, with ξ → 0+. (that is, in a small
neighborhood around the the turning point) behaves al-
most linearly and we can expand to second-order around
the Fermi energy turning-point:

v(x) = εF + (x− xF)v′F + (x− xF)2v′′F/2 + .. (33)

Defining y = (x− xF)/lF it then follows that,

lF kF(y) =
√
y
[
1− χFy/2 +O(y2)

]
,

θF(y) =
2

3
y3/2

[
1− 3χFy

10
+O(y2)

]
,

zF(y) = y

[
1− 2χFy

10
+O(y2)

]
,

τF(y)/l2F = 2y1/2
[
1 +

χFy

6
+O(y2)

]
. (34)

Insertion of the above limiting forms in Eq. (18) yields
the following approximation for the semiclassical densi-
ties in the vicinity of a turning point:

nvic(x) =
1

lFπ
[K2(θF) + bFK1(θF)] ,

tvic(x) =
1

6πl3F
(K1(θF) + y [K2(θF) + bFK1(θF)]) .(35)

There are many interesting aspects to these formulas.
First, they match the the special case of a 1D Airy gas.
Second, we see it depends on the second derivative of
the potential at the turning point through the coefficient
bF. Further, taking the limit y → 0 yields the previously
given turning point results, Eq. (27).

We next use these formulas to derive the leading cor-
rections to TF energies in specific spatial regions. The
key observation is that the density difference from TF,

∆n(x) = n(x)− nTF(x) (36)

vanishes with some negative power of θF as |x− xF| be-
comes large in the allowed region. In the forbidden region
the decay is exponential. Thus integrals over moments of
this quantity are well-behaved and allows capture of the
dominant energetic corrections to TF. The same remains
true for the kinetic energy density.

The particle number in a given region itself provides a
useful warm-up exercise. Define

N forbid =

∫ xF

−∞
dx n(x). (37)

Inserting the turning point vicinity density, Eq. (35), and
employing the simple relations kF lF ≈

√
zF (from Eq.

(34)) and kdx =
√
zdz (valid everywhere), the integrals

can be performed analytically (see appendix), to yield

N forbid
γ → N0 −N1 γ

2/3 + ..., (38)
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where

N0 =
1

6π
√

3
∼ 0.03063, N1 = bF

a20
2
. (39)

The first of these is a universal constant that applies to
all turning points, while the leading correction depends
on specific details, through bF. Applying the same rea-
soning to the allowed region while assuming the contri-
bution to the integrated functions at xm is zero (which
is necessarily the case when γ approaches zero), we find

Nallow
γ → N

γ
−N0 +N1 γ

2/3 + ...., (40)

i.e., term-by-term in the γ-expansion, the gain in particle
number in the evanescent region precisely cancels the loss
from the allowed region. This is an explicit demonstra-
tion that the semiclassical density, which is not exactly
normalized in general, is normalized to this order in the
γ expansion.

A less trivial piece of information is also contained in
this result. Since the TF density is entirely within the
allowed region, this shows that, to leading order, approx-
imately 0.03063 electrons leak out beyond each turning
point into the neighboring evanescent region. This is a
universal result for all 1D potentials, and is illustrated
in Fig. 9. Even at γ = 1, the integral of the density in
the forbidden region is close to the asymptotic behavior
contained in Eq. (38).

FIG. 9. N forbid
γ for harmonic oscillator (black) and left- (blue)

and right- (red) turning points of the Morse potential (all
with N = 1). The straight lines are the leading asymptotic
behavior as γ → 0, given by Eq. (38). The empty circles
correspond to results obtained with Eq. (21), while the filled
are exact.

The approach to the semiclassical limit is illustrated
in Fig. 9. It corroborates the asymptotics given by Eq.
38. In particular, inclusion of the leading corrections to
the semiclassical limit yields estimates for the average
number of particles in the forbidden region which are
accurate to within about 10% for every case.

We also calculated the deviation from the TF result in
the allowed region. In the asymptotic limit, this should

FIG. 10. Same as Fig. 9, except the deviation from N/γ in
the allowed region.

become the mirror-image of the corresponding result in
the evanescent region. This is shown in Fig. 10. We
find that while this is true for sufficiently small γ, the
deviations from straight-line behavior are much larger.
This is because, e.g., for γ = 1, the integral over the
appropriate Kj functions are truncated at the mid-phase
point, so that only a fraction of an oscillation is included
in the integration region. On the other hand, as γ →
0, the larger number of density oscillations is averaged
out, so the integral gets closer to its asymptotic value as
derived in the appendix.

FIG. 11. Same as Fig. 9, but for V forbid
γ /|εF |.

The next simplest observable we can address is the po-
tential energy, which is directly determined by the den-
sity. A similar analysis yields:

V forbid
γ → −εFN0 + γ2/3

(
εFN1 +

a20
10l2F

)
+ ... (41)

Thus V forbid/εF has a universal value (−N0) for every
potential. The average potential energy per electron in
the evanescent region, is simply −εF. But the correction
is system-dependent. All this is illustrated in Fig. 11.

10
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FIG. 12. Same as Fig. 11, but for the allowed region.

But, just as before, we find the change (relative to TF)
in the allowed region, shown in Fig. 12, exactly cancels
the contribution from the forbidden region, leaving zero
contribution to the total potential energy, both for the
constant contribution and the γ2/3 coefficient.

FIG. 13. Same as Fig. 9, but for l2F γ
−2/3T forbid

γ .

Finally, we repeat the calculation for the kinetic en-
ergy, finding

T forbid
γ → − a20

10l2F
γ2/3 + ... (42)

Note the important difference relative to the previous
cases: there is no constant term in Eq. (42). In Fig. 13
we illustrate how this universal limit is approached (in
the evanescent region) for the Morse and harmonic os-
cillators. Here again, the error in the classically-allowed
region is cancelled by that of the classically-forbidden.

C. Global energies

In this final subsection, we turn to global energy com-
ponents. We have shown so far that, in each region of
space, our semiclassical formulas reproduce the leading

FIG. 14. Same as Fig. 13, but for the allowed region.

corrections to TF observables, often in powers of γ1/3.
Now we add the corrections from each region to find their
effects on energy components. As we have seen, in the
limit as γ → 0, the corrections from each region cancel
each other, so no net contribution from the leading-order
regional contributions is left.

To understand this effect, we first consider the global
integral of the density itself. While TF is defined to be
normalized by construction for any v(x), the semiclassi-
cal approximation is not. The particle number N enters
only in defining εF, but this does not guarantee normal-
ization. We can see this by adding Figs 9 and 10 together.
While the leading corrections as γ → 0 are given by the
plotted straight lines, the deviation of the exact results
from them is much greater in the allowed region than in
the forbidden, implying their sum is non-vanishing. In
particular, the total deviations are small and negative,
as suggested by Fig. 5, being never larger than 2%. On
the other hand, by construction, TF has zero error for
the particle number.

While all regional contributions have γ2/3 corrections
to TF results, these have no effect in global properties,
due to error cancellation. We find that the leading cor-
rections to TF energies scale linearly with γ for each of
the chosen potentials. The semiclassical approximations
contain corrections of this order, but these are inaccu-
rately given, as they have not been evaluated to the order
needed.

Fig. 15 shows the deviation from TF values for the
wells given in Table I, for both semiclassical and ex-
act calculations. It also includes the leading corrections,
which are given as straight lines. For the semiclassical
approximation, these are numerical fits to a subset of the
plotted points. In the case of the exact calculations, the
slopes provide leading corrections to TF as determined
from the exact analytic energy components given in Ta-
bles I and III. We see that in some cases, the corrections
to TF are positive, while in others negative corrections
are found. On the other hand, we see that the semiclassi-
cal approximation produces linear corrections, but these
are not accurate. Moreover, the errors are not particu-
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FIG. 15. V − V TF , blue = SHO, green = quartic, red = PT,
purple = Morse; empty = sc, filled = exact (when filled is not
shown it is because it is zero).

larly systematic. Inclusion of higher-order corrections in
terms of the potential might improve agreement with the
exact curves, but that is beyond the scope of the present
study.

FIG. 16. T − TTF , blue = SHO, green = quartic, red = PT,
purple = Morse; empty = sc, filled = exact (when filled is not
show it is because it is zero).

In Fig. 16, we find similarly baleful results for the de-
viations of the kinetic energy from the TF predictions.
Note that these errors are typically about 5 times larger
than those for the potential energy. Thus the errors for
the total energy look very similar to this figure. We also
note that, if we had an approximation that yielded the
slopes of these curves, it would generically be very accu-
rate, even for γ = 1. Since the TF errors change sign
with different potentials, no simple gradient expansion
or even a generalized gradient approximation, can hope
to yield accurate corrections to TF in this limit. Such
corrections remain tantalizingly out of reach at present.

We conclude that although the semiclassical uniform
approximation improves over TF for all points in space,
and even for each region individually as defined earlier, it
does not yield the leading corrections to the total energies

of the system.

V. BEYOND GENERIC SITUATIONS

The potentials we have studied so far have been generic
situations of particles in infinitely-differentiable wells.
We have included several different situations (symmetric
versus asymmetric, harmonic versus quartic) to illustrate
and analyze the general behavior of the semiclassical uni-
form approximation especially trying to bridge the gap
between its pointwise accuracy but its poorer energetic
performance. The current section probes more unusual
cases (one can think of many) to see what happens.

A. Limitations of semiclassical approximations

In this subsection, we explore various breakdowns of
the semiclassical approximations. Before doing so, we
stress that, for sufficiently smooth potentials, the semi-
classical results always become relatively exact every-
where as γ → 0. Here, however, we explore its appli-
cation at γ = 1, i.e., not as an approach to the semi-
classical limit, but instead finding systems where either
the semiclassical approximations cannot be applied at
all because the classical motion is unbound, or it can be
used but yields relatively inaccurate results. The latter
can happen if the rate of change of the potential at a
Fermi energy turning point is different from zero, but
very small.

Just because the semiclassical formulas can be consid-
ered as expansions around the TF limit, there is no rea-
son to assume they are well-behaved for all potentials.
We have already mentioned the fact that in general it is
not normalized. We also note that it is not even guar-
anteed to yield densities that are positive everywhere, as
the oscillations in K1 yield negative contributions (which
are much smaller than the positive contributions of K0

everywhere unless lF →∞).

1. Smooth potentials that vary too rapidly

A relatively trivial case that illustrates the generic
breakdown of both the TF and semiclassical approaches
is found by squeezing a continuous and well-behaved po-
tential well so that it approaches a delta-well. The sim-
plest example is the PT well, in which we take the limit
where a → ∞, with D = Z/(2a). With this choice, the
PT potential approaches v(x) = −Zδ(x). But we require

β = 1−Na/
√

2D (43)

to remain positive in order to define a semiclassical Fermi
energy, and thus a TF or a semiclassical solution (Table
I). For a > 1, the potential no longer bounds even one
semiclassical solution, and both TF and our semiclassical
approximation do not exist.

12
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2. Hard wall limit

Another limit of considerable interest is that of hard
walls, which was studied extensively in earlier work [10].
A simple method to obtain potentials of this class is by
considering a symmetric potential which on the left sat-
sifies

v(x) = −F (x+ L/2), x < −L/2
= vbox(x), x > −L/2, (44)

where F is a constant which determines the slope of the
potential, and vbox(x) vanishes at −L/2 and is smooth. If
we take the limit where F →∞ and vbox = 0, we recover
a flat box. The Fermi energy is well-behaved in this ex-
ample. However, nsc(xF) (and its kinetic counterpart) is
not. As F →∞, lF → 0, so that nscF (−L/2)→∞, which
is highly unphysical. The reason this happens is because
of the kink in the potential at −L/2. As F grows, the
exact density becomes smaller at the turning point, while
the semiclassical formula diverges instead.

3. Top of the well

Two basic assumptions of the semiclassical approxi-
mations are that neither ωF, nor v′F vanish. Thus we
expect the approximations to perform badly whenever
these quantities become too small. This happens, e.g.,
if the semiclassical Fermi energy is close to zero for a
potential that vanishes at large distances.

FIG. 17. Densities for PT with D = 1/2 + 1/8. Blue is exact,
black is TF, red is semiclassical, while dark red is semiclassical
with just the first contribution.

To create such an instance, we note that, while the PT
potential always binds a particle when treated exactly,
the semiclassical Fermi energy vanishes as D → 0 (see
Table I). Thus, we write D = 1/2 + δ, and consider what
happens as δ → 0. Figs. 17 and 18 tell the story. Even
at δ = 1/8, one already sees a slightly negative contri-
bution to the density out in the tail, due to the second

FIG. 18. Same as Fig. 17, but with D = 1/2 + 1/64.

term in Eq 18. We can also see that for most values of
x, the semiclassical approximation is worse than TF. On
the other hand, if we neglect K1 in Eq. (20), we find a
much more accurate density, without the local over and
underestimates of the complete semiclassical approxima-
tion. Thus in this limit, it is better to ignore the K1

corrections, but we note that the K1 corrections must be
included to create a uniform approximation. For suffi-
ciently small γ, even for δ = 1/64, the uniform approxi-
mation will become exact pointwise.

B. Extended systems

There is of course tremendous interest in applications
of DFT to extended systems. In this section, we derive
the limit of our result that applies to such systems.

For any potential of the type we have considered so
far, we create a new one defined as:

vL(x) = v(x), x < xm

= v(xm), xm < x < xm + L

= v(x− L), x > xm + L. (45)

Note that this generalization depends on the value of xm
which is a function of the Fermi energy. In fact, for our
purposes, we start with a given particle number N in the
original well, which defines εF. We then chose M > N as
the number of particles in vL(x), and this defines

L = (M −N)π/kF(xm). (46)

By this choice, the Fermi energy of the system containing
M particles in vL(x) matches that of the N particles in
v(x). We now consider what happens as M → ∞, so L
does also. In the vicinity of the left turning point, αF is
always very small, as τF(x) << TF. Thus sinαF → αF =
ωF τF (x). It follows that

dF(x)→ τF(x) kF(x) (47)
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This is the only change needed to apply Eq. (18) to a
surface problem, with a fixed chemical potential. The
distant turning point has become irrelevant.

It is beyond the scope of this work to explore these sur-
face situations, but it is of considerable interest to com-
pare the results with e.g., those of Mattson and Kohn,
and the subsequent development of density functionals
using the Airy gas [28]. Our formulas yield quantum os-
cillations that typically extend deeply into the bulk (i.e.,
for x > xm) and moreover, as γ → 0, the results in
a neighborhood of the surface depend on v′′F , i.e., the
Fermi-level curvature. On the other hand, as we have
seen, none of these effects necessarily contribute to the
energy.

C. Tunneling

Here, we generalize our approximations to the case
where more more than two turning points exist for the
Fermi energy, by simply treating each well independently.
Our aim is to study the accuracy of the semiclassical for-
mulae for densities penetrating barriers. A simple case is
given by a double well with

v(x) =
1

2

(
x2 − b2

4

)2

, (48)

with b positive. In particular we check the local and ener-
getic corrections to TF for two “bond lengths”(distance
between the minima of the studied potential).

FIG. 19. Double well potentials (blue) with near degenerate
eigenstates (black) and Fermi level (red) for b = 3.0 in Eq.
(48) and for b = 3.3.

In Fig. 19, we show a generic case of a potential with
a substantial barrier separating two wells. On the r.h.s
b = 3.3, and the exact eigenvalues are almost degenerate,
while the semiclassical Fermi energy is not close to the
top of the barrier. Fig. 20 shows our usual excellent
results for the densities in this case. In the evanescent
region near each turning point, the semiclassical formula
is extremely accurate. It fails only near the midpoint,
x = 0, as expected. At x = 0 and nearby, contributions
from left and right wells interfere with each other, and our
approximation does not include such effects. In Fig. 21,
we see that the semiclassical kinetic energy density shares
these traits, though deviations from the exact result are
larger, as expected.

FIG. 20. Particle density (blue is exact, red is semiclassical,
black is TF) for the double well of Fig. 19 with b = 3.3.

FIG. 21. Same as Fig. 20, but for kinetic energy density.

Even when we reduce the separation b to a smaller
distance, pushing εF to almost the top of the barrier, as
shown on the l.h.s of Fig. 19, thus creating the conditions
of Sec V A 3, the semiclassical approximations continue
to perform well. The density is plotted in Fig. 22, and
comparable quality is achieved for the kinetic energy as
is shown in Fig. 23.

VI. CONCLUSIONS

This paper explores in considerable detail the perfor-
mance of the uniform semiclassical approximations for
the particle- and kinetic-energy densities first presented
in Ref. [13]. A large variety of properties have been
found analytically and been tested numerically for a di-
verse set of potentials (all infinitely differentiable). By
defining regional contributions to particle number and
energy components, we show that the spectacular point-
wise accuracy of the semiclassical approximations does
transfer to integrals over spatial domains. But we also
showed how the contributions from the semiclassical cor-
rections vanish when integrated globally, so that these
contributions are not the leading corrections to energy
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FIG. 22. Same as Fig. 20, but for b = 3.0.

FIG. 23. Same as Fig. 21, but for b = 3.0.

components.

There are many extensions of this work that have only
been mentioned or superficially pursued here. One such
is the derivation of semiclassical approximations which
accurately describe the tunneling region between differ-
ent wells. This should be uniformly accurate for all values
of x. Another concerns a more detailed study of double
wells, e.g., checking how accurate the uniform semiclassi-
cal approximations are in the multiple well case relative
to the case of a single. An additional relevant extension
of this work could be obtained by generalizing the treat-
ment here given to 3D systems that are uniform in two
directions, but vary in a third. Such would be useful for
the study of quantum dots, cold-atom fermion traps, and
plasma physics (when generalized to high temperatures)
[29]. Yet one more important area is surface energies.
We have generalized but not tested the corresponding
semiclassical approximations for such problems, where
regional properties do matter very much.

Lastly, we discuss the relevance of these results to den-
sity functional theory[30]. Of greatest interest is the pur-
suit of a non-interacting kinetic energy functional of the
density, often referred to as allowing orbital-free DFT

[31]. In general, it has been found that, for interacting
3D electronic systems, the 2nd-order gradient expansion
for the kinetic energy is highly accurate [30], but higher
orders often worsen properties [8]. Here, we have shown
that functionals of the potential that go beyond the lo-
cal approximations can be extremely accurate pointwise,
while showing no systematic improvement globally. This
indeed mimics experience in the real 3D world, where
pointwise agreement can be greatly improved in 4th or-
der, without corresponding global improvement [32]. All
this deepens further the mystery of the difficult rela-
tionship between potentials and densities for fermionic
systems [20]. We have also found that, in order to re-
cover the leading regional corrections to TF results, the
slope of the potential at the turning point is insufficient,
and that the next derivative contributes substantially to
these corrections. This appears important for the con-
struction of approximate functionals using the Airy gas
[27, 28, 33]. Again, there are obvious further extensions
of this work. For example, does the local density approx-
imation, applied to either the exact or the semiclassical
density, yield more accurate pointwise and regional prop-
erties than when applied to its self-consistent density?
Can any of the potential functional approximations given
here be converted to simple density functional forms, that
capture their energetic consequences?

FIG. 24. Positive kinetic energy tp(x): Exact (blue), semi-
classical (dot-dashed red), semiclassical without higher-order
terms in γ (continuous red).

Finally, we mention the choice of kinetic energy density
used in this work. Our choice is a natural one starting
from semiclassical analysis since it assigns a local orbital
kinetic energy |φi(x)|2p2i (x)/2, where pi(x) = εi − v(x),
to each occupied state of the system. Thus it is directly
analogous to the classical kinetic energy density of a con-
figuration space distribution of particles with energy εi.

But the purely positive choice has become popular in
DFT, especially for the construction of meta-GGA’s [2].
They are related via

tpos(x) =
1

2

N∑
i=1

∫
dx

∣∣∣∣dφidx
∣∣∣∣2 = t(x) +

1

4

d2n

dx2
. (49)
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Thus we can use Eq. (18) to construct approximations
for tpos(x), and these are plotted for the harmonic os-
cillator with 1 particle in Fig. 24. We see that the
accuracy of the approximations to tpos(x) is similar to
those for t(x) in Fig 4, apart from the mid-phase point.
There the small kink in the semiclassical approximation
for n(x) has its effects magnified by the two derivatives
of the density which must be taken in order to evaluate
tpos(x). However, the resulting analytic expression for
the positive kinetic energy density includes derivatives
up to second-order in the potential, unlike the expres-
sions of Eq. (18) which contain none. These can be
shown to be irrelevant as γ → 0. Furthermore, because
nsc and tsc are only guaranteed to include the leading
corrections to TF, the terms involving high powers of
γ which emerge from d2nsc(x)/dx2 are likely incorrect.
Thus, we also construct an approximation for the positive
kinetic energy density in which all such higher-derivative
terms are neglected. This is shown by the dashed line
in Fig. 24. As expected, it is substantially more accu-
rate than the semiclassical approximation obtained for
tpos which does not remove higher-order terms of the γ
expansion. Hence use of tpos(x) in this way either in-
volves more complicated analytic expressions or a loss of
accuracy.

To summarize, we have explored the accuracy of uni-
form semiclassical approximations to both the particle
and kinetic energy densities of noninteracting fermions
in 1d, finding (unfortunately) that their spectacular per-
formance pointwise in improvement over TF results does
not translate directly to improved energy components.
This is explained by the difference between regional cor-
rections to the energy and global averages. Limitations
of the semiclassical approximations have been explored
and the relevance to density functional theory discussed.

We gratefully acknowledge support of the NSF through
grant number CHE-1464795.

VII. APPENDIX - RELEVANT PROPERTIES
OF AIRY FUNCTIONS

A. Definitions

We define the following notation for pairs of Airy func-
tions

A0 = −aa′, A1 = a2, A2 = a′2, (50)

where a(z) = Ai(−z) and a′ = da/dz. From these, we
define the combinations relevant to this work:

K2(z) = π [zA1(z) +A2(z)] ,

K1(z) = πA0(z),

K0(z) = z−3/2
[
zK2(z)− K1(z)

2

]
, (51)

Next we list the asymptotic expansions of Ai(z) in the
three regions with qualitatively different behavior. In the

traveling region,

πz±1/2A1,2(z)→ 1± sin(2θ)

2
− (1∓ 6)cos(2θ)

72θ
+ ...,

πA0(z)→ −cos(2θ)

2
+

6 + sin(2θ)

72θ
+ ... (52)

In the classically-forbidden region

|z|±1/2A1,2(z)→ e−2|θ|

4

(
1 +

1∓ 6

36|θ|
+O(|θ|−2)

)
,

πA0(z)→ −e
−2|θ|

4

(
1 +

1

36|θ|
+O(|θ|−2)

)
.(53)

In a small neighborhood of some turning point,

A1(z)→ a20 +
z

π
√

3
+O(z2),

A2(z)→ 1

12π2a20
− z2

2π
√

3
+O(z3),

A0(z)→ − 1

2
√

3π
+

z

12π2a20
+O(z2), (54)

where

a0 = a(0) =
3−2/3

Γ(2/3)
= 0.35028. (55)

Now we combine the results above to obtain asymp-
totic approximations to the Ki functions In the traveling
region,

K1(z)→ −cos(2θ)

2
+

6 + sin(2θ)

72θ
+O(θ−2),

K0(z)→ 1 +O(θ−2),

K2(z)→
(

3θ

2

)1/3 [
1− cos(2θ)

6θ
+O(θ−2)

]
. (56)

In the evanescent,

K1(z)→ −e
−2|θ|

4

[
1 +

1

36|θ|
+O(|θ|−2)

]
,

K0(z)→ −e
−2|θ|

2

[
1 +O(|θ|−2)

]
,

K2(z)→ e−2|θ|

2

(
3|θ|
2

)1/3 [
1− 1

6|θ|
+O(|θ|−2)

]
.(57)

Near a turning point,

K1(z)→ − 1

2
√

3
+

z

12πa20
+O(z2),

K0(z)→ z−3/2
[

1

4
√

3
+

z

24πa20
+O(z2)

]
,

K2(z)→ 1

12πa20
+ πa20z +O(z2). (58)

These were used to derive Eq. (27) of the text.
Finally, in obtaining corrections to TF in the forbid-

den regions, we evaluated a variety of integrals of Airy
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functions. Here we show those which are needed to verify
our results. Defining

Imp =

∫ ∞
0

dz zmKp(z), (59)

then it follows that [34],

I02 = − 1

6
√

3
, I01 =

πa20
2
, I12 =

I01
5
, I11 = − 1

24πa20
. (60)

To repeat the calculation in the allowed region, one
must subtract the corresponding TF values (the domi-
nant terms in Eq. (56)) from the Ki functions to find
the deviations from TF. These allow verification of Eqs.
(38-42) of the text.
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